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• Instead of representing prepaid work as credit stored with specific
objects in the data structure, the potential method of amortized
analysis represents the prepaid work as “potential energy” or just
potential that can be represented to pay for future operations.

• The potential is associated with the data structure as a whole
rather than with specific objects within the data structure.

• Working of this method is as follows; we start with an data
structure 𝐷0 on which 𝑛 operations are performed. For each
i=1,2,…,n, we let ci be the actual cost of i

th operation and Dibe the
data structure that results after applying the ith operation to data
structure Di-1.
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Potential Method



• A potential function Ø maps each data structure 𝐷𝑖 to a real
number Ø 𝐷𝑖 , which is the potential associated with data
structure 𝐷𝑖. The amortized cost ෝ𝑐𝑖 of the 𝑖

𝑡ℎ operation with respect
to potential function Ø is defined by

ෝ𝑐𝑖 = 𝑐𝑖 + Ø 𝐷𝑖 − Ø(𝐷𝑖−1)

• The amortized cost of each operation is therefore its actual cost
cost plus the increase in potential due to the operation. The total
amortized cost on the n operations is

෍

𝑖=1

𝑛

Ƹ𝑐𝑖 =෍

𝑖=1

𝑛

(𝑐𝑖 +Φ(𝐷𝑖) − Φ(𝐷𝑖−1))

=෍

𝑖=1

𝑛

𝑐𝑖 +Φ(𝐷𝑛) − Φ(𝐷0)
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• If we can define a potential a potential function Ø so that (Dn)≥
(D0), then the total amortized cost σ𝑖=1

𝑛 Ƹ𝑐𝑖 is an upper bound on
the total actual cost σ𝑖=1

𝑛 𝑐𝑖
• In practice, we do not always know how many operations might
be performed. Therefore, if we required that Ø 𝐷𝑖 ≥ Ø 𝐷0 for all i,
then we guarantee, as in the accounting method, that we pay in
advance. It is often convenient to define Ø 𝐷0 to be 0 and then
show that Ø 𝐷𝑖 ≥0 for all i.

• Intuitively, if the potential difference Ø 𝐷𝑖 − Ø(𝐷𝑖−1) of the ith

operation is positive, then the amortized cost 𝑐𝑖 represents an
overcharge to the ith operation, and the potential of the data
structure increases. If the potential difference is negative, then
the amortized cost represents an undercharge to the ith operation,
and the actual cost of the operation is paid by the decrease in the
potential.
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Example: Incrementing a binary counter

• As an example of the potential method, we again look at
incrementing a binary counter. This time, we define the potential
of the counter after the ith INCREMENT operation to be bi , the
number of 1’s in the counter after the ith operation.

• Let us computer the amortized cost of an INCREMENT operation.
Suppose that the ith INCREMENT operation resets ti bits, it sets
at most one bit to 1.

• If bi = 0, then the i
th operation resets all k bits, and so bi-1 =ti = k.

• If bi > 0, then 𝑏𝑖 = 𝑏𝑖−1 − 𝑡𝑖 + 104-04-2020 6
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• In either case, 𝑏𝑖 ≤ 𝑏𝑖−1 − 𝑡𝑖 + 1, and the potential difference is
Φ(Di) − Φ(Di−1) ≤ (bi−1 − ti +1) − bi−1= 1− ti

• The amortized cost is therefore

ĉi = ci+Φ(Di) − Φ(Di−1)

≤ (ti +1)+(1 − ti)

= 2

• If the counter starts at zero, then Ø 𝐷0 =0. since Ø 𝐷𝑖 ≥ 0 for all i, the
total amortized cost of a sequence of n INCREMENT operations is an upper
bound on the total actual cost, and so the worst-case cost of n INCREMENT
operations is 𝑂(𝑛).
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• The potential method gives us an easy way to analyze the counter
even when it does not start at zero. There are initially b0 1’s, and
after n INCREMENT operations there are bn 1’s, where
0 ≤ 𝑏𝑖 , 𝑏𝑛 ≤ 𝑘.(recall that k is the number of bits in the counter.) we can
rewrite equation as

෍

𝑖=1

𝑛

𝑐𝑖 =෍

𝑖=1

𝑛

ෝ𝑐𝑖 −Φ 𝐷𝑛 +Φ(𝐷0)

• We have Ƹ𝑐𝑖 ≤ 2 for all 1 ≤ 𝑖 ≤ 𝑛. Since Φ(𝐷0)=b0 and Φ 𝐷𝑛 =bn , the
total actual cost on n INCREMENT operations is

෍

𝑖=1

𝑛

𝑐𝑖 ≤෍

𝑖=1

𝑛

2 − 𝑏𝑛 + 𝑏0

= 2𝑛 − 𝑏𝑛 + 𝑏0
= 𝑂(𝑛)

(∵ 0 ≤ 𝑏𝑛, 𝑏0 ≤ 𝑘)04-04-2020 8
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• Note in particular that since 𝑏0 ≤ 𝑘, as long as 𝑘 = 𝑂(𝑛), the total
actual cost is 𝑂(𝑛). In other words, if we execute at least 𝑛 = (𝑘) INCREMENT
operations, the total actual cost is 𝑂(𝑛), no matter what initial vale the counter
contains.
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1. Show the analysis of Stack Operation by potential method

2. Analysis of Dynamic tables by the following methods:

a. Accounting method

b. Potential method
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Exercises



• Amortized costs can provide a clean abstraction of data-structure
performance.

• Any of the analysis methods can be used when an amortized
analysis is called for, but each method has some situations
where it is arguably the simplest.

• Different schemes may work for assigning amortized costs in the
accounting method, or potentials in the potential method,
sometimes yielding radically different bounds.
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